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Introduction

• Clinical operation: iterative, back-end-forth in conventional RT
→ Machine-learning, especially GAN (Generative Adversarial Network) AI 
programming algorithm could a solution for these issues which is adjusted manually 
and based on complex but meaningful rules. 

RT Procedure DVH RTDosePrediction in Open-
KBP 1st competition



GAN (Generative Adversarial Network)



Semi-conditional GANs



Conditional GAN (cGAN)

• 𝑧~𝑃𝑧 : a sample from a Gaussian input
• Χ~𝑃𝑑𝑎𝑡𝑎 : the distribution of (real) delivered plans
• 𝐺 𝑧, 𝑐 : a predicted dose distribution (fake)

Mehdi Merza, 2014
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Data
1. Dose

- Fluence-based treatments plans with similar degrees of fluence complexity (Craft, 2007)

- 1) a dose deposition matrix using the same parameters in CERR (Computatioanl Environment for 
Radiotherapy Research) (Deasy, 2003)

- 2) from nine equispaced coloanar fields at 0, 40, ..., 320 degree with 6 MV step-and-shoot intensity-
modulated radiation therapy in 35 fractions.

- Full 3D distributioin, 3D tensor as 128*128*128 voxels, unit of Gy

2. CT 
- 3.5 mm x 3.5 mm x 2 mm

- 3D tensor as 128*128*128 voxels

3. Structure
- OAR (Organs-at-risk): segmented by the brainstem, spinal cord, right parotid, left parotid, larynx, esophagus, 

and mandible

- Target: the gross disease (PTV70), intermediate-risk target volumes (PTV63), elective target volumes (PTV56) 



Data preprocessing 

• Mapping single numbers to 3D (i.e., x-y-z) coordinate systems  

Provided data

Provided loder 





ct structure

doseContoured ct

Knowledge‐based automated planning with 3D generative 
adversarial networks, Aaron Babier, 2019

ReferenceDate Processing
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Model Framework

• Generator



Model Framework

• Discriminator



Training: 1 epoch

• Generator loss: 0.6383, Discriminator loss: 0.6435(real), 0.7777(fake)

• GPU accelation needed for more training 



Generated data

Hyper-parameters

Learning rate: 0.002
Lambda: 100
Batch-size: 64
Epoch: 2000
Cost function: BCE
Optimization: Adam



Evaluation

• Dose criteria: 𝐷𝑚𝑎𝑥 , 𝐷99, 𝐷0.1𝑐𝑐 . .

• Code
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